
COPS RL reading grp
Topic: Frameworks in MARL

4th Meet
20th Feb



Somnath
Accelerating Multi-Agent Reinforcement Learning with Dynamic Co-Learning.



Key Problems addressed.

Consider simple MA which are formed into 
groups or nodes.

- What Information should be transferred 
between agents?

- How should we define Contextual  
Compatibility and use this to form sharing 
groups?

- How should concerns involving scalability 
be addressed?

- How should the architecture handle 
temporal heterogeneity in transition and 
reward models.

Forming Sharing groups for 
efficient experience sharing



Context Features

We Derive a set of features to help us for understanding the familiarity or the difference between two 
states reward model. It takes all the independent actions and conditioned states.



Context Feature Fidelity

These Context Features are then analyzed using some Distance Function (D) 
which measures how close the two contexts are and hence we can use it as 
metrics for forming Sharing groups.



Experience Sharing



Clustering Algorithm

Here K is a window of time 
between which experience 
is logged or shared.



Ayush
Robust Adversarial Reinforcement Learning



Learning in Simulation and Challenges



RARL Algorithm 



Performance comparison with baseline


